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Abstract

The recent advances in large vision and language models, along with generative artificial intelligence, have led to a growing
demand for compute resources such as increased processing capacity, faster memory, and larger storage. In the current scenario,
supercomputing is the only domain capable of solving complex and compute-intensive algorithms for large datasets. Thus,
supercomputers are considered the backbone of all fields of academia, research, innovation, and commercialization. In this
work, we propose and develop a Scalable Heterogeneous Supercomputer called PakSupercomputer. The PakSupercomputer
uses heterogeneous processing cores, including multiple CPUs, Tensor Processing Units (TPUs), and Field Programmable Gate
Arrays (FPGAs). An Elastic Parallel Programming framework is deployed to provide an easy-to-use programming environment.
This programming environment assists high-performance computing developers in writing applications without dealing with
the complexities of heterogeneous distributed hardware architectures. The results confirm that when testing benchmarks with
larger-scale, complex problems and cloud computing applications, the PakSupercomputer proves to be a low-power, Quadrillion
Floating-Point Operations Per Second (FLOPS) supercomputer.

1 Introduction

The processor industry has followed Gordon Moore’s predic-
tion [1], which guided performance improvements in High-
Performance Computing (HPC) systems via increasing clock
frequencies in processor architectures. However, due to the
constraints of the power wall [2], the industry shifted its focus
from single-core to multi-core processor designs. This tran-
sition introduced a new era in HPC, characterized by on-chip
parallel processing techniques. Modern HPC architectures now
incorporate thousands of heterogeneous multi-cores, creating
new challenges, such as programmability, power consumption,
and scalability. Initially, Floating-Point Operations Per Second
(FLOPS) served as the sole metric for assessing supercomputer
performance. However, today, the evaluation of HPC systems
considers not only raw computational power but also scalability
and energy efficiency, expressed as FLOPS per watt. A sum-
mary of the most energy-efficient supercomputers, according
to the Green500 list, is provided in Table 1.

High-Performance Computing (HPC) is a well-established
field dedicated to processing complex, compute-intensive ap-
plications. Recently, the field has experienced a rapid surge
in technological advancements, particularly concerning com-
putational capabilities and energy efficiency. Leading global
technology companies such as Google, Facebook, and Ama-
zon have also prioritized power efficiency. For instance, Face-
book has achieved a 38% reduction in power consumption in
its data center servers through improvements in power dis-
tribution and cooling systems. The latest Top500 supercom-
puters list [3] demonstrates exponential growth in supercom-
puter performance, with tenfold improvements observed every
3.6 years. The current leading supercomputer delivers 62.68
PFLOPS while consuming 15 megawatts (MW) of power. Fol-

lowing this trend, achieving exascale performance by 2025 is
projected to require 400 MW of power. However, HPC archi-
tects aim to achieve this milestone within a power budget of 20
MW, targeting an energy efficiency of 50 GFLOPS/W.

To meet these energy and performance targets, significant
advancements in processor architectures, programming mod-
els, data storage systems, networking technologies, and cooling
methods are required. The interdependence of performance,
cost, and energy consumption is critical when designing com-
puter architectures, whether for embedded systems, cloud plat-
forms, or bare-metal HPC systems. Consequently, the de-
sign of a computer system architecture must emphasize en-
ergy efficiency, rapid processing capabilities, and the effec-
tive execution of tasks to handle large-scale datasets. With re-
cent advancements in cloud computing, data centers, and edge
computing, HPC technologies are undergoing constant evolu-
tion. These technologies enhance national security, promote
research and development, and facilitate the timely produc-
tion of advanced industrial equipment. As such, HPC is a key
indicator of a country’s technological prowess and economic
strength.

Table 1: Top 5 Energy-Efficient Supercomputers from the
Green500 List

Name System Type GFLOPS/W
MN-3 Fujitsu A64FX 39.38
Frontier TDS | AMD Epyc, MI250X GPU | 62.68
LUMI-C AMD Epyc, MI250X GPU | 59.92
Adastra AMD Epyc, MI250X GPU | 58.12
Fugaku ARM-based Fujitsu A64FX | 28.33

In this work, we propose a Scalable Heterogeneous Super-



computer, referred to as PakSupercomputer. The PakSuper-
computer consists of three primary subsystems: a) Heteroge-
neous Processing Cores, b) Open-Source Distributed System
Stack and c) Elastic Programming Model. The heterogeneous
processing subsystem integrates multiple processing cores,
Tensor Processing Units (TPUs), and Field Programmable Gate
Array (FPGA) accelerators. The HPC nodes are intercon-
nected using a high-speed, low-latency switch, ensuring high
throughput and scalability. Multi-node HPC clusters are con-
figured with open-source distributed systems and libraries. To
simplify application development, an Elastic Parallel Program-
ming Model is employed. This model abstracts the complex-
ity of heterogeneous and distributed hardware architectures,
enabling developers to focus on their applications. The re-
sults demonstrate that PakSupercomputer is a low-power super-
computing solution capable of achieving Quadrillion Floating-
Point Operations Per Second (FLOPS). It is designed to ad-
dress large-scale, complex problems, including distributed ar-
tificial intelligence (AI) and cloud applications. By utilizing
open-source technologies for heterogeneous data processing,
simulations, and Al-driven solutions, PakSupercomputer aims
to address local challenges in healthcare, education, and indus-
try. The system provides indigenous, cost-effective solutions
tailored to the needs of the local community.

2 Related Work

This section gives an overview of research that is already rele-
vant to our study.

Recent investigations have explored the prospect of field-
programmable gate arrays (FPGAs) in high-performance com-
puting (HPC). Craven et al. [4] performed a comprehen-
sive evaluation of FPGAs and general processors, focused on
floating-point performance and acquisition costs. In his study,
he highlighted the potential fiscal challenges in utilizing FP-
GAs for HPC applications.

In another study by Tian et al., [5] a densely parallelized
Quasi-Monte Carlo simulation engine on an FPGA-based su-
percomputer, named Maxwell, was developed at the Univer-
sity of Edinburgh. Remarkably, under specific conditions, their
hardware implementation outperformed software implementa-
tions on Xeon processors by a factor of 103.

Rajovic et al. [6] analyzed performance in mobile System-
on-Chip architecture advancements since 1990. Their research
involved setting up a chip cluster to evaluate network scalabil-
ity and assess performance and productivity in real-world ap-
plication scenarios.

The authors also presented the first large cluster built from
ARM multicore chips; the Tibidabo architecture [7]. They un-
covered key design principles to boost high-performance com-
puting (HPC) system efficiency through an in-depth analysis
of performance and energy usage. Simulations showed that a
16-core ARM Cortex-A15 chip cluster achieves remarkable en-
ergy efficiency (1046 MFLOPS/W) and speeds up processing
by 8.7 times.

Where recent innovations in the financial computation
field indicate that FPGAs hold significant importance for the
Black—Scholes and Monte Carlo models, specifically for op-
tion pricing. From the review of 99 research papers including

their work O Mahony et al. [8] gives an insight into how the
use of FPGAs provides a high degree of performance improve-
ment of between 270 and 5400 times than in the traditional
CPU implementations and energy efficiency. However, the au-
thors note that there are still shortcomings in the FPGA design,
as well as the complexity of programming, which makes their
use a big issue to date. Nevertheless, it is essential to highlight
the fact that further research opportunity exists in the choice of
High-Level Synthesis as the tools should be able to simplify the
programming of FPGAs in the future. This line of work adds
further support to the increasing adoption of FPGAs in finance-
related solutions, as well as their potential for transforming the
field of high-performance computing in the field.

Kondo et al. [9] proposed an extension to the HykSort algo-
rithm to leverage GPU acceleration for large-scale distributed
sorting on heterogeneous systems. Their approach offloads
computationally intensive phases to GPUs and employs an iter-
ative strategy to address GPU memory limitations. Evaluations
on the TSUBAME?2.5 supercomputer demonstrated significant
speedups for large datasets. However, the study highlighted
the bottleneck of CPU-GPU communication, suggesting that
future advancements in GPU technology are crucial to fully re-
alize the potential of GPU-accelerated sorting.

Milojicic et al. [10] discussed the increasing need for hetero-
geneous computing in HPC systems to address the limitations
of traditional homogeneous architectures. They argue that a
diverse hardware stack, including specialized accelerators like
GPUs and FPGA:s, is essential to achieve optimal performance
and energy efficiency. The paper explores the impact of het-
erogeneity on various aspects of HPC systems, including inter-
connects, memory models, power and cooling, and application
domains. It highlights the challenges and opportunities associ-
ated with managing and programming heterogeneous systems,
emphasizing the importance of flexible and adaptable software
frameworks.

Riedel et al. [11] explored the use of heterogeneous modu-
lar supercomputing architectures (MSAs) for accelerating ma-
chine learning (ML) workloads. They leveraged the modularity
of MSAs to efficiently utilize both CPUs and GPUs, demon-
strating significant performance improvements for large-scale
ML tasks in remote sensing and health sciences. Their work
highlights the potential of MSAs in addressing the growing
computational demands of modern ML applications.

Moreover, Chang et al. [12] talked about the rise of big data
analysis, shedding light on new opportunities for research and
the impact on social science phenomenon studies it brings for-
ward. They made a compelling case for why theoretical foun-
dations still matter and pointed the way for future research.

Tassadaq et al. proposed a wide range of computer archi-
tectures including heterogeneous processing core [13—16], bus
scheduler [17, 18, 18, 19], memory controller [20, 21] and
memory system for high-performance computing and parallel
processing. They developed an FPGA-based supercomputer
using Xilinx Zynq SoCs [22] and designed RISC-V virtual
cluster [23]. Their work also introduces novel memory systems
and virtualization techniques that enable the execution of mul-
tiple tasks in parallel across heterogeneous processing cores,
effectively reducing the processor-memory performance gap.
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(

)
g )

@istributed Operating System and Librarie§

=T

CPU

TPU

FPGA

Heterogeneous
Node-0

Heterogeneous Node-1

Heterogeneous Node-n

Cluster-0
Cluster-n

Figure 2: PakSupercomputer: Scalable Heterogeneous Super-
computer System Architecture

3 Proposed Scalable Heterogeneous Supercomputer
(PakSupercomputer)

In this section, we describe the proposed Scalable Heteroge-
neous Supercomputer (PakSupercomputer) architecture (Fig-
ures 1 and 2), and software stack (Figure 3). The architec-
ture is organized into four key subsections: Hardware System,
Distributed System Software Stack, System Configuration, and
Elastic Programming Models.

3.1 Hardware System

The Hardware System consists of a heterogeneous processing
architecture with a master node and multiple scalable worker
nodes shown in Figure 1. The nodes are connected through a
high-speed switch to allow fast data transfer and communica-
tion throughout the cluster. The hardware system architecture
is further subdivided into a) Multi-core System, b) Network At-
tached Storage, c) Scalable Switch, and d) Rack System.

3.1.1 Multi-Core System

Every multi-core system referred to as a compute node has a
powerful x86-based CISC architecture. Each node comes with
128GB LPDDR4 RAM, 2TB local storage, and an Nvidia RTX
4070 GPU for faster computation. The master node also has an
FPGA connected through a PCle slot, which offers hardware
acceleration for certain tasks that need high parallelism and
low-latency processing. This FPGA, in conjunction with the
GPU, transfers demanding computational tasks from the CPU
to optimize the use of computational resources.

3.1.2 Network Attached Storage

The system uses a centralized Network Attached Storage
(NAS) with NFS (Network File System) to offer shared stor-
age across every node. The shared storage uses a solid-state
disk for seamless data access within the cluster. The SSDs pro-
vide faster read/write speeds reducing latency and improving
the overall performance of data-intensive operations within the
cluster. The LST MegaRAID 9361-8i RAID controller is used
which supports eight SATA or SAS drives, to handle 10TB of
NAS with high performance and reliability. The MegaRAID
9361-8i offers hardware RAID configurations including RAID
0, 1,5, 6, 10, 50, and 60, which provides flexible options for
data redundancy and performance optimization. The controller
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Figure 3: Supercomputing Software Stack for Parallel and Distributed Application Development

has integrated 1GB cache and optional battery backup, that en-
sures data protection.

3.1.3 Scalable Switch

A Cisco Nexus 6001 switch is used for networking, offering
a maximum of 48 x 10GbE ports and accommodating various
combinations of 10GbE/40GbE connections. It has a switch-
ing capacity of 1.28 Tbps, guaranteeing fast data transfers with
minimal delay among nodes. The switch enhances inter-node
communication efficiency by supporting RDMA over Con-
verged Ethernet (RoCE), eliminating the need for CPU involve-
ment in data transmission. The switch is configured with fea-
tures such as link aggregation and Quality of Service (QoS)
settings which prioritize the critical traffic, ensuring that high-
priority tasks along with required bandwidth. Multiple power
supplies are integrated for dual-homing to enhance the over-
all reliability and fault tolerance of the network. The network
strategy improved the supercomputer system’s efficiency and
improved its scalability and responsiveness in processing com-
plex computational tasks.

3.1.4 Rack System

The entire cluster is housed in a rack system designed to ef-
ficiently manage thermal and power requirements while opti-
mizing space utilization. Each node within the rack is equipped
with independent cooling mechanisms to maintain system sta-
bility during high workloads.

3.2 Distributed System Software Stack

The distributed system uses a multi-layered software stack, as
shown in Figure 3, to manage and execute large-scale compu-
tations across multiple nodes. The stack guarantees effective
and scalable data management, task scheduling, resource allo-
cation, and security. The next parts will explain the main ele-
ments of the software stack: a) Operating System, b) Network-
ing, c) Distributed File System, d) Management and Monitor-
ing, and e) Scheduling and Virtualization.

3.2.1 Operating System

To deploy a Linux operating system that manages the hetero-
geneous computing nodes. Rocky Linux Server 9.4, is used
that offers extensive support for heterogeneous architectures,
including CPUs, GPUs, and FPGAs. The OS is optimized for
space sharing, power efficiency, and virtualization. This con-
figuration allows for the seamless integration of diverse hard-
ware accelerators and efficient handling of parallel workloads,
making it suitable for large-scale supercomputing applications.
The master node manages the shared storage, task schedul-
ing, and hardware resource management, ensuring that appli-
cation tasks are efficiently distributed among the client nodes.
By leveraging a high-speed local area network (LAN), we can
achieve low-latency communication, which is critical for par-
allel processing and real-time data sharing. Additionally, im-
plementing protocols such as MPI (Message Passing Interface)
enhances inter-node communication, facilitating seamless col-
laboration among the nodes during computational tasks. This
configuration not only boosts performance but also enhances
the overall scalability of our supercomputing environment.

3.2.2 Distributed File System

The Network File System (NFS) is utilized to enable dis-
tributed storage, enabling efficient access to shared data by all
nodes. The distributed file system uses Lustre and GlusterFS
to reduce the metadata server and object storage targets to be
configured, whereas the GlusterFS can be set up with multi-
ple storage nodes for redundancy and scalability. This method
guarantees that important datasets and application files can be
accessed throughout the cluster without needing to be locally
duplicated on every node.

The PakSupercomputer distributed file system also shares
folders between users and nodes, which enhances collabora-
tion and performance. The system shared file system ensures
that all users have seamless access to essential resources, which
enhances the efficiency of research and computational tasks.
Following are the selected shared directories and information:



* /usr/share: folder provides access to shared data
files, configuration files, and documentation, essential
for maintaining consistency across different nodes.

* /opt is used for installing optional application software,
allowing users to run a variety of applications without
compatibility issues.

» /home facilitates individual user data storage, ensuring
that personal research files are easily accessible.

* Jusr/binand/bin contain essential executables and user
commands necessary for system operations and applica-
tion functionality.

By sharing these directories, the supercomputer not only im-
proves the collaborative potential but also mitigates issues re-
lated to file access and version control, ultimately leading to
enhanced productivity and streamlined workflows.

3.2.3 Networking

The networking setup uses DHCP to automatically allocate IP
addresses to all devices on the network. The master node can
securely communicate with worker nodes by using public key
authentication, as user accounts are consistently established on
all nodes. All worker nodes have access to a shared directory
on the master node through NFS, ensuring that file access in
the cluster is both consistent and synchronized.

The PakSupercomptuer has implemented a robust network-
ing strategy for effective communication between the master
and worker nodes. The master node is assigned a Global IP
address of 119.156.30.94. The global IP makes the supercom-
puter accessible from external networks for administrative and
access purposes using secure shell protocol SSH. While the
client nodes are configured with local IP addresses to optimize
internal communication. The dual-IP strategy allows for se-
cure and efficient data transfer within the local network while
maintaining external connectivity for system management and
monitoring.

3.2.4 Management and Monitoring

A system for managing modules has been put in place to load
and unload computational modules as needed for tasks. This
system enables the allocation of resources as needed, improv-
ing efficiency by effectively utilizing both the GPUs and the
FPGA for targeted workloads. Monitoring tools are utilized
to observe the wellness of the system, the usage of resources,
and the effectiveness to guarantee high availability and reliabil-
ity throughout the cluster. The PakSupercomputer uses a Lmod
module management system that streamlines access to software
packages and their dependencies. The Lmod allows users to
dynamically load and unload specific versions of applications,
libraries, and tools based on the project requirements. It pro-
vides a flexible and efficient method to handle diverse and com-
plex software environments and avoid conflicts between dif-
ferent versions of software at runtime. The modular approach
of Lmode enhances productivity by allowing users to effort-
lessly configure their environments, ensuring easy integration
of tools like MPI, compilers, and libraries tailored to their spe-
cific workloads.

3.2.5 Scheduling and Virtualization

The scheduling system is done by SLURM (Simple Linux Util-
ity for Resource Management), which supports job scheduling
and resource allocation in a distributed environment. SLURM
schedules the computational tasks over the distributed nodes,
taking into account the availability of hardware accelerators
(GPUs, FPGAs). Virtualization tools are also integrated to pro-
vide flexibility and scalability, enabling isolated execution en-
vironments for different applications and tasks. KVM is used
to provide a full virtualization environment, along with docker
which provides lightweight containerization. KVM utilizes a
hypervisor whereas Docker creates the container images and
manages networks.

3.3 Development Framework and Libraries

The system supports various programming models that bridge
the gap between hardware and software. These include
MPI (Message Passing Interface), OpenMP (Open Multi-
Processing), OpenCL (Open Computing Language), and Ope-
nACC. Each model offers distinct advantages for different
types of parallel applications, ensuring that the system can ac-
commodate a wide range of computational tasks. The devel-
opment framework and libraries are optimized for heteroge-
neous computing, supporting both GPU and FPGA accelera-
tion where applicable. The complete software application de-
velopment stack is shown in Figure 3.

Parallel and distributed computing present state-of-the-art
contributions in terms of a wide range of programming models
and libraries prepared for achieving high computational pro-
ductivity across different levels of hardware heterogeneities.
Out of the first framework, MPI/LAM was very influential in
the further development of message-passing interfaces. Ini-
tially authored as a module of Open MPI, LAM stands for Lo-
cal Area Multicomputer which was designed to supply an in-
frastructure that permits the heterogeneity of joined networks
of computers to act as one parallel computing framework. With
this system, there was the ability to orchestrate clusters and
it supported more than one form of communication such as
shared memory, TCP/IP, Myrinet, and Infiniband. These fea-
tures enabled low latency, high bandwidth client-to-client com-
munications implying that LAM/MPI is well suited for dis-
tributed computing in HPC. Open MPI came as the successor
to LAM adding more modularity and accommodating multiple
platforms and interconnects to today’s computational world.

For Streaming Multi-Processing (SMP), OpenMP (Open
Multi-Processing) API is employed for C, C++, and Fortran
parallel application offload execution. The OpenMP uses a dy-
namic fork-join model of parallelism, where it is relatively easy
to allow developers to parallelize the code using only pragmas
or directives. It abstracts thread management of fine-grained,
dynamic workloads and synchronization and data environment,
which makes it suitable for Multicore processors. MPI for dis-
tributed memory and OpenMP for shared memory information
are combined in hybrid programming models, to enable ap-
plications to migrate to multiple core and many node systems
seamlessly.

OpenCL (Open Computing Language) takes parallelism
even further by allowing for what is known as heterogeneous
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programming. It supplies a single API platform that enables
developers to write software that executes on CPUs, GPUs,
FPGAs, and even other accelerators. This abstraction allows
optimization of the compiled code in order to run it across a
wide range of hardware platforms without having to rewrite the
code. OpenCL has device memory separately from the host, it
has kernels that run across different platforms and uses explicit
memory transfers for optimization purposes. In the same con-
text, CUDA, which is accelerated by NVCC (NVIDIA CUDA
Compiler), is capitalizing on NVIDIA GPUs’ high parallel
composition capability. NVCC enables the code compilation
of highly optimized GPU kernels especially in the application
of intense computation for instance deep learning and real-time
video analytics.
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Figure 5: Photograph of PakSupercomputer deployed at the
Namal Centre for Al and Big Data

OpenACC is a rapidly growing API that aims at simplifying
the process of accelerating programs with the help of GPUs.
Unlike OpenCL or CUDA, OpenACC employs pragmas, and
the developer is to identify what part of the code has to be
accelerated, or executed on a GPU. This approach hides the
hardware complexity and generates memory transfers that can
be easily optimized for both multi-core CPUs and GPUs. Ope-
nACC coupled with NVCC for GPU execution provides a good
set of tools for total throughput, and low latency applications.

It is most useful where an iterative computing process such
as prototyping or optimizing the performance of a program is
needed.

The combinations of these frameworks are OpenMPI for dis-
tributed memory parallelism, OpenMP for shared memory par-
allelism, OpenCL for heterogeneous devices, direct GPU pro-
gramming using CUDA, and directive-based programming us-
ing OpenACC make up a complete toolset for parallel comput-
ing in the current age. When combined with strong compila-
tion platforms like NVCC, those tools can help build highly-
parallel, highly scalable applications that can take full advan-
tage of CPUs and GPUs in clusters and HPC arrangements
as well as smart modules/devices. Its flexibility in handling
workload scheduling, memory, and execution in one or mul-
tiple computing architectures becomes important for Al, ML,
and real-time analytical workloads.

4 Results and Discussion

In this section, we analyzed the results of PakSupercomputer
(shown in Figure 5), and compared them with the existing sys-
tem available in Pakistan. This particular section is additionally
categorized into three subsections; the System Performance,
System Efficacy, and the System Ranking.

4.0.1 System Performance

In this experiment, we executed three important benchmarks,
the N-body, Reverse Time Migration [27], and Monte Carlo,
on the proposed PakSupercomputer and measured its perfor-
mance. While running these benchmarks on a PakSupercom-
puter with 80 Workers nodes, the results show that the system
achieves 1.0291 Peta single precision Floating Point Opera-
tions per Second (FLOPS) and consumes dynamic power up
to 25.35 Kilowatts.

4.0.2 Efficacy

In this section, we measure the efficacy of the proposed PakSu-
percomputer with commercial supercomputing solutions from
established brands like Lenovo and Intel. To measure the effi-
ciency of PakSupercomptuer Six parameters were considered;
Programmability, Portability, Scalability, Performance, Power,
and Cost. For better efficacy, the Programmability, Portabil-
ity, Scalability, and Performance need to be higher and Power
and Cost need to be lower shown in Figure 4. Programmability



Table 2: Available Super-Computer System Architectures in Pakistan

Institute Peak Performance | Power Consumption | Technologies Used Manufacturer
Namal, PakSupercomputer | 1.1 PFLOPS 25 KW Intel Xeon, GPU acceleration, Fast Eathernet Custom-build
NUST, Islamabad [24] 650 TFLOPS N/A Intel Xeon, NVIDIA GPUs, Infiniband HPE
UCERD, Islamabad 113 TFLOPS N/A AMD EPYC, NVIDIA GPUs, Fast Ethernet Dell
PAK-IAST Haripure [25] 91 TFLOPS N/A Intel Xeon, NVIDIA GPUs, InfiniBand Lenovo
KUST, Kohat 0.416 TFLOPS N/A Intel Xeon, basic networking Custom-built
COMSATS, Islamabad 0.158 TFLOPS N/A Intel Cores, NVIDIA GPUs, standard network | HP

CIIT, Islamabad 0.05 TFLOPS N/A Intel processors Custom-built
UoM, Malakand NA N/A Intel processors Custom-built
GIK Institute [26] N/A N/A N/A N/A

KRL N/A N/A N/A N/A

UET Lahore N/A N/A N/A N/A

NED Karachi N/A N/A N/A N/A

represents the efforts used while coding an application. Fig-
ure 4 shows that the proposed PakSupercomputer has higher
efficacy than the branded supercomputer such as Lenovo, Dell
Technologies. The results show that due to the efficient Elastic
Programming Model, PakSupercomputer provides better pro-
gramming support. Application portability is measured by de-
ploying heterogeneous applications allowing the same program
or software in different computer architectures. Due to an
efficient distributed operating stack and application libraries,
the PakSupercomptuer gives better portability. The Scalabil-
ity validates the stable system performance with the increase
in the number of cores, whereas the performance represents
the speed-up of a system against the other. The results show
that branded commercial supercomputer gives better perfor-
mance as well as scalability due to the advanced and latest tech-
nologies used. The PakSupercomputer achieves good perfor-
mance due to use of commercially off-the-shelf (COTS) hav-
ing standard cost-effective hardware which are readily avail-
able and programming models. The Elastic Parallel Program-
ming model not only improves the programmability but also
increases the portability. The scalability is increased by using
the OpenSource Software Stack and advanced hardware archi-
tecture which has the capability to handle and schedule thou-
sands of cores.

The Power shown in the Figure 4 is consumed power while
executing the applications and cost is the total cost of a super-
computer. The results confirm that the proposed supercomputer
not only utilizes low power but also costs 3 times less than the
commercial supercomputer solutions. The reason for this the
Supercomputer uses COTS hardware, open-source distributed
software and operating system stacks. The COTS hardware al-
low greater flexibility and faster adoption of the latest technolo-
gies in low price. The improvement in Performance with low
energy and cost budget is achieved by using TPU and FPGA
accelerators on heterogeneous nodes.

4.0.3 System Ranking

In Pakistan, different universities have established their super-
computer architectures. Some of the leading universities are
NUST Islamabad, PAF-ISAT, GIK Instiute, COMSATS, CIT
Islamabad, UET Lahore, and NED Karachi. If we compare
those universities with our proposed architecture with Peak

Performance and Power Consumption, then we get the sum-
mary as shown in Table 2.

While comparing with the available supercomputing systems
in Pakistan, the proposed PakSupercomputer delivers up to 1.1
PetaFLOPS with a power consumption of 25.2 KW, ranking it
as the most powerful in the country. While NUST’s supercom-
puter follows closely at around 650 TeraFLOPS, and UCERD
reaches 113 TFLOPS. However, while comparing similar ar-
chitectures globally [3], it has been estimated that the Pak-
Supercomptuer outperforms most other supercomputers in the
region in terms of both computational power and energy effi-
ciency. This establishes and proves that PakSupercomputer is
a key resource for advanced computing in Pakistan.

5 Conclusion

In this project, we have presented a new, energy-efficient,
and affordable supercomputer system titled Scalable Hetero-
geneous Supercomputer (PakSupercomputer). The PakSuper-
computer utilizes a mix of CPU, GPU, and FPGA process-
ing units to achieve optimal performance without sacrificing
energy efficiency. In order to guarantee flexibility and effi-
ciency in utilizing diverse hardware, we have created a software
stack that accommodates OpenMP, OpenACC, and OpenCL
programming models. Our comparison with current supercom-
puters in Pakistan shows positive outcomes. In terms of per-
formance, the developed supercomputing system architecture
stands at second place out of all the systems that were reviewed
while comparing performance per watt, making it the top per-
former. These results show that our proposed PakSupercmputer
provides a feasible option for developing advanced computing
capabilities without facing expensive costs or high energy re-
quirements. The PakSupercomputer is a major advancement
in bringing supercomputing technology to under-developed re-
gions, allowing for advanced computational research and ap-
plications.
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